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R
outers /

external connectivity

O
ffice netw

ork

W
eb farm

,
m

ail servers
C

ustom
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hosted
servers

hubs/sw
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1. W
hole netw

ork is one large broadcast dom
ain. B

roadcasts packets are seen everyw
here. 

(W
indow

s N
T

 servers are w
orst offenders) 

 2. A
ll sw

itches m
ust learn all M

A
C

 addresses. H
osts have large A

R
P tables.

 3. Security: custom
er hosted servers and office m

achines can break your m
ail and w

eb netw
orks (by

 configuring a w
rong IP address, A

R
P spoofing etc) 

 4. T
here’s no such thing as a "layer 2 traceroute", so any netw

ork problem
s are very hard to locate

 5. A
 broadcast storm

 in one part of the netw
ork w

ill affect the w
hole netw

ork 
 6. T

op sw
itch/hub is a single point of failure. R

eboot it and your w
hole netw

ork stops w
orking for a 

w
hile! 

 7. Sw
itches form

 a tree. T
here are no backup links. 

 8. A
ll traffic aggregates at the central sw

itch, w
hich could be a perform

ance bottleneck.
 9. W

hat happens if you need to add m
ore ports on the border routers, and you have run out of slots?
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It’s better to have part of your netw
ork fail than your 

w
hole netw

ork fail
K

eep different types of traffic - especially different levels 
of trust - on PH

Y
SIC

A
L

L
Y

 SE
PA

R
A

T
E

 N
E

T
W

O
R

K
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(not just separate subnets on secondary addresses on the 
sam

e cable) - separated at layer 3
If you have anything redundant (e.g. pow

er supplies, fans, 
netw

ork links), m
ake sure they are continually m

onitored
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(1) B
uy com

ponents w
hich are inherently resilient

(2) B
uild your netw

ork so it can w
ithstand failures

(3) D
o both


